18.01 Calculus Jason Starr
Fall 2005

Lecture 5. September 16, 2005
Homework. Problem Set 2 Part I: (a)—(e); Part II: Problem 2.
Practice Problems. Course Reader: 11-1, 11-4, 11-5
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2. Rules for exponentials and logarithms. Let a be a positive real number. The basic rules
of exponentials are as follows.

Rule 1. If a® equals B and a¢ equals C, then a’*¢ equals B - C, i.e.,

Rule 2. If a® equals B and B¢ equals D, then a®® equals D, i.e.,
(ab)d — CLbd.

If a® equals B, the logarithm with base a of B is defined to be b. This is written log,(B) = b. The
function B — log,(B) is defined for all positive real numbers B. Using this definition, the rules of
exponentiation become rules of logarithms.
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Rule 1. If log,(B) equals b and log,(C) equals ¢, then log,(B - C') equals b+ ¢, i.e.,
loga(B ’ C) = 10ga<B) + loga(o)‘
Rule 2. If log,(B) equals b and B equals D, then log,(D) equals dlog,(B), i.e.,

log,(B?) = dlog,(B).

Rule 3. Since logz(D) equals d, an equivalent formulation is log, (D) equals log,(B)logz(D), i.e.,

log, (D) = log,(B) logp (D).

3. The derivative of a”. Let a be a positive real number. What is the derivative of a*? Denote
the derivative of a” at = 0 by L(a). It equals the value of the limit,

a — 1

L(a) = lim

Then for every zq, the derivative of a® at xy equals,

xo+h _ %0

a
lim
h—0 h

a

By Rule 1, a®*" equals a™a”. Thus the limit factors as,
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Therefore, for every x, the derivative of a” is,

What is L(a)? To figure this out, consider how L(a) changes as a changes. First of all,

byh
by (@) =1
L) = fim = —
By Rule 2, (a®)" equals a**. So the limit is,
bh __ 1 abh -1
b 1 . .
La’y = Jim —— = blm—p

Now, inside the limit, make the substitution that k equals bh. As h approaches 0, also k approaches
0. So the limit is,
ab —1

L(a®) = blim = bL(a).
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This is very similar to Rule 2 for logarithms.

Choose a number ag bigger than 1, say agp = 2. Then for every positive real number a, a = a}

where b = log, (a). Thus,
L(a) = L(ag) = bL(ao) = L(ao) log,,(a).

So, with ag fixed and a allowed to vary, L(a) is just the logarithm function log, (a) scaled by L(ay).
Looking at the graph of (ag)®, it is geometrically clear that L(ag) is positive (though we have not
proved that L(ag) is even defined). Thus the graph of L(a) looks qualitatively like the graph of
log, (a). In particular, for a less than 1, L(a) is negative. The value L(1) equals 0. And L(a)
approaches +o0o and a increases. Therefore, there must be a number where L takes the value 1.
By long tradition, this number is called e;

This is the definition of e. It sheds very little light on the decimal value of e.

Because e is so important, the logarithm with base e is given a special name: the natural loga-
rithm. It is denote by,

In(a) = log,(a).
So, finally, L(a) equals,
L(a) =log,.(a)L(e) = In(a)(1) = In(a).

This leads to the formula for the derivative of a”®,

d T
EZ:) = In(a)a®.
In particular,
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In fact, e® is characterized by the property above and the property that e equals 1.

dx
Foru= log (#); a* equals—a—Thus;
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